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Abstract. Community structure is one of the most studied features of
Online Social Networks (OSNs). Community detection guarantees sev-
eral advantages for both centralized and decentralized social networks.
Decentralized Online Social Networks (DOSNs) have been proposed to
provide more control over private data. One of the main challenge in
DOSNs concerns the availability of social data and communities can be
exploited to guarantee a more efficient solution about the data availabil-
ity problem. The detection of communities and the management of their
evolution represents a hard process, especially in highly dynamic social
networks, such as DOSNs, where the online/offline status of user changes
very frequently. In this paper, we focus our attention on a preliminary
analysis of dynamic community detection in DOSNs by studying a real
Facebook dataset to evaluate how frequent the communities change over
time and which events are more frequent. The results prove that the so-
cial graph has a high instability and distributed solutions to manage the
dynamism are needed.

Keywords: Decentralized Online Social Networks, P2P, dynamic com-
munity, data availability

1 Introduction

Static features, such as clustering coefficient or centrality of Online Social Net-
works (OSNs) have been largely studied. In particular, the community structure
is one of the most studied feature of OSNs and it has attracted wide attention.
The general notion of community refers to the fact that nodes tend to form
clusters which are more densely interconnected through social relationships, rel-
atively to the rest of the network. Communities reflect the behaviour of users and
a high percentage of shared contents are generated by communities (or groups) of
social users. During the last ten years, the increase of the amount of social data
produced by social users, has put users inside several privacy issues. Centralized
solutions for OSNs have been considered the main weak point in the problem



of guarantee a certain level of privacy. To overcome this issue, decentralized so-
lutions, known as Decentralized Online Social Networks (DOSNs), have been
proposed. The decentralization includes several benefits, in particular in terms
of privacy preserving, but it introduces new challenges that have to be faced. In
particular, the problem of data availability is one of the most important ones.
Current proposals manage the problem of data availability through a user-centric
point of view, and no approaches take into account groups (or communities) of
users.

Several studies are proposed to manage the community detection in dynamic
environments, such as Mobile Social Networks or Opportunistic Networks. How-
ever these studies manage scenarios in which mobile devices make contact with
each other and they consider a community as a group of connected nodes.

By considering the importance of a community-centric point of view and the
high level of dynamism in DOSNs, this work proposed a preliminary study of
dynamic communities by using a real Facebook dataset. In detail, we define a set
of community change events that are important to manage the data availability
problem and we study the dynamic communities in ego networks to evaluate how
frequent the communities change over time and which events are more frequent.
All our studies show the need of a distributed approach to manage the problem
of the high instability of the social graph over time when we consider the online
presence of users.

The important contribution of this work is that, even we consider a specific
scenario, our contribution could be applied to other distributed systems, by
taking into account the specific constraints.

This paper is organized as follow. In Section 2 we describe the related work.
In Section 3 we introduce the dynamic community analysis in DOSNs. A pre-
liminary analysis is showed in Section 4. Finally, conclusions and future work
are presented in Section 5.

2 Related Work

In this section we describe the two fields involved in our work. First of all, we in-
troduce current DOSN proposals by describing their characteristics. Afterwards,
we describe the state of art in the dynamic community detection field.

2.1 DOSN’s approaches

DOSNs [7] have been proposed in order to overcome the privacy issues of the
centralized OSNs. The decentralization of most of the current proposals is im-
plemented by a P2P network. Diaspora1, with about 669,000 users, is one of the
most successful DOSN proposal currently active and deployed in a decentralized
way. PeerSoN [2] is one of the most well-known DOSN after Diaspora. It is imple-
mented as a two-tier system in which the first tier is used for the lookup service,

1 https://joindiaspora.com/



instead the second tier is used for the communication between peers and the ex-
change of users’ profile. SafeBook [6] uses a social overlay named Matryoshkas,
which is composed by concentric rings of peers built around each peer. The so-
cial overlay guarantees a trusted data storage and an obscure communication
through indirection. LifeSocial [10] proposes a solution to the privacy issue by
using public-private key pairs to encrypt profile data which are store in a DHT.
DiDuSoNet [12] is built on a Dunbar-based social overlay and it is focused on
the data availability issue by introducing the concept of Point of Storage (PoS).
The number of replicas each profile has is minimized by considering only two
replicas. A similar approach is Cachet [17] which replicates profiles on the DHT.
Cachet does not minimize the number of replicas and it does not manage the
problem of consistency raised to keep all replicas up-to-date.

2.2 Dynamic Community Detection

Dynamic Community Discovery is a relatively novel task in complex network
analysis [1, 3], its goal being identify and track trough time clusters of highly con-
nected nodes in a dynamic network. In a preliminary survey [14] two high level
categories of online Dynamic Community Discovery algorithms are identified de-
pending on how the community evolution is handled: (i) Temporal Smoothness
approaches run the community discovery process from scratch on each graph
evolution step (e.g. network snapshot); (ii) Dynamic Updates approaches incre-
mentally update the communities as time goes by looking both at their previous
states and at novel network perturbations. In static community discovery a for-
mal and shared definition of community is still missing: such ill-posedness applies
even to the dynamic extension of the problem, thus leading to several detection
and quality criteria. Since there are countless ways to define what a dynamic
community should look like most of the literature on the subject focus not on
reaching consensus on community topology but on the description of approaches
able to track elementary communities evolution patterns. Following such ratio-
nale, several works converged on the definition and adoption of a stable set of
events that can be used to describe dynamic community life-cycles [18, 4, 19]:
Birth, Death, Growth, Contraction, Merge, Split.

3 Towards the dynamic community analysis in DOSNs

Several approaches propose to manage the problem of community detection in
social networks take into account the evolution of the social graph in term of
friendship relationship (or co-authorships [22, 21]), or in term of interactions
between users (or call graphs [11]).

Focusing on a single user, its friendship relationships do not change so fre-
quently. Instead, interactions of each nature (calls, emails, posts, tweets, etc...)
suffer of a different level of dynamism. However, the study of the interactions
graph represents a different evaluation of the social graph, because the interac-
tion graph is an abstraction of the social graph that should be represented as a



weighted and usually directed graph [13]. In a distributed system which wants
to provide social services, such as a DOSN, an interest evaluation concerns the
study of dynamic community by considering the temporal behaviour of users.
As showed in our previous work [20], the static view of an ego network and as
a consequence its communities are completely different when we consider the
time-varying ego network.

In the follow, we describe more in detail our DOSN’s architecture by ex-
plaining how our architecture is organized. Moreover, we explain the problem of
data availability, which is the main goal treated by our DOSN [12]. Finally, we
give our definition of the events occurred during the normal activity of a DOSN
which involve the dynamic communities.

3.1 DOSN: our scenario

A current trend of DOSNs is the usage of a social overlay which represents
in some way the friendship relationships between users. The network topology
resulting is generally known as a Friend to Friend network (F2F) in which users
only make direct connections with people they know. Usually in OSNs, the social
graph of each user is referred by using a well-known social network model known
as Ego Network. The Ego Network [15] of a user represents a structure built
around the ego which contains his direct friends, known as alters and may also
include information about the direct connections between the alters. Formally,
each vertex u ∈ V can be seen as an ego and EN(u) = (Vu, Eu) is the ego network
of u where Vu = {u} ∪ {v ∈ V |(u, v) ∈ E}, Eu = {(a, b) ∈ E|{a, b} ⊆ Vu} and E
is the set of edges present in the original graph. N(u) = Vu − {u} is the set of
adjacent nodes of u.
A F2F network can be formally represented by using an Ego Network to model
the social graph and we assume a one-to-one mapping between the users of the
OSN and the nodes of the DOSN [12].

3.2 Data Availability problem

Data availability is a real hard problem for every distributed environment. Repli-
cation is the most used technique to manage this challenge.

In our scenario, the problem has a big constraint inserted to maintain a high
level of privacy inside the system. The constraint concerns how data should be
stored: replica nodes are chosen by exploiting friendship relations.

To manage the problem of data availability, proper techniques must be intro-
duced in order to ensure that data of the ego users will be available on a subset
of their alters.

In our previous works [12, 9], we have exploited a friendship-based replication
schema. A friendship-based replication schema chooses replica nodes by taking
into account the friendship relationships between users. Indeed, consider an ego
node e, only its friend nodes can be chosen to be its replica nodes.

This replication schema is applied also in other DOSN proposals, such as
My3 [16]. However, the data availability could be guided from both friendship



relationships and a content-based point of view. For sake of clarity, a content
based point of view concerns the problem to find group of users which are inter-
est to a same content to minimize the number of replicas. Groups of users can be
defined with a community and this approach can be named as a community-based
replication technique. The presence of densely connected groups of nodes can be
exploited to increase the level of data availability and to minimize the replicas. A
possible approach could be exploit the community structure to store at least one
replica of the whole profile or of interest content for the users belonging to the
community. As discussed in Section 3, ego networks in DOSNs suffer of a high
level of dynamism and for this reason, we are interested in studying how com-
munities evolve during the online activity of the system due to the online/offline
of users to understand which community change events could happen and the
frequency of them.

3.3 Dynamic Community Analysis in DOSNs

A real interest in studying the dynamic community in distributed environment is
to understand how the network changes and in particular, after defining what we
intend as community, how the community evolves during the time. In this paper a
community is identified with nodes that are densely linked to each other, directly
or through other nodes. We represent an ego network e as a set of n snapshots
(EGe

1, EGe
2, ..., EGe

n). Each snapshot of an ego network e at time i, identified
as EGe

i , contains a set of communities C = (C1
i , C

2
i , ..., C

m
i ) We are interest to

evaluate the evolution of communities in term of the community change events
explained in detail in [22]. For sake of readiness, communities events are merge,
split, death, and birth. To evaluate the similarity between communities, we use a
revised version of the similarity metric proposed in [22]. Consider an ego network
e and two snapshot EGe

i and EGe
j , the revised similarity metric is introduced

by the Eq. (1),

sim(Cp
i−1, C

q
i ) =

|V p
i−1 ∩ V q

i |
max(|V p

i−1|, |V
q
i |)

(1)

where Cq
i is the community q included in EGe

i and Cp
i−1 is the community p

included in EGe
i−1. Instead, V p

i−1 is the set of nodes contained in Cp
i−1 and V q

i

is the set of nodes contained in Cq
i .

Thanks to this similarity metric, each community in a time instant i is com-
pared with each community of the time instant i− 1.

Moreover, we need to redefine all the possible community change events
(merge, split, death, birth) to be applied in a DOSN. We propose our defini-
tion of the four events:

– Birth: we say that a community Cp
i is born at time i if, given the set of com-

munities C∗
i−1 = {C1

i−1, C
2
i−1, · · · , Ck

i−1} at time i−1, ∀Cj
i−1 ∈ C∗

i−1, we have

that sim(Cp
i , C

j
i−1) = 0. This means that all the communities discovered at

the previous time instant (i− 1) do not share any node with Cp
i .



– Death: we say that a community Cp
i−1 is dead at time i if, given the set

of communities C∗
i = {C1

i , C
2
i , . . . , C

k
i } at time i, ∀Cj

i ∈ C∗
i , we have that

sim(Cp
i−1, C

j
i ) = 0. This means that all the communities discovered at time

i do not share any node with Cp
i−1.

– Merge: we say that a set of communities C∗
i−1 =

{
C1

i−1, C
2
i−1, . . . , C

k
i−1

}
merge into a community Cp

i if, for each community Cj
i−1 ∈ C∗

i−1, we have

that sim(Cj
i−1, C

p
i ) > k, where k is the similarity threshold defined in [22].

This means that k% of mutual friends between Cp
i and each community in

C∗
i−1 are included in Cp

i .
– Split : we say that a community Cp

i−1 splits into a set of communities C∗
i ={

C1
i , C

2
i , . . . , C

n
i

}
if, for each community Cj

i ∈ C∗
i , we have that sim(Cj

i , C
p
i−1) >

k where k is the similarity threshold as described in [22]. This means that a
community Cp

i is divided in a set of community identified by C∗
i−1.

3.4 How community change events affect the data availability

In this study we refer to the events proposed in [22] and we do not consider the
event survive, usually referred as growth and shrink, because it is less relevant in
term of data availability, due to the fact that this event gives little information
about the evolution of the communities in the network.

Considering the problem of data availability in DOSNs and our proposed
community-based replication technique explained in Sec. 3.2, the events birth,
death, split and merge can affect the level of availability and the number of
replicas. Birth events are critical and they are one of the main issue that has to
be faced. Indeed, a newly formed community may have little to no information
about the most fresh contents created by the ego and nodes inside such commu-
nities must find a way to retrieve it. Death events are reported mainly to give us
more information about node churn in such dynamic context, but are no concern
in a replication technique because offline nodes do not need any content. Merge
and split events are important because, in the former case, nodes that belong to
different communities converge in the same community, so they should merge the
available information and probably a few replicas of data can be dropped. In the
latter case, splitted communities suggest that communities may become more
distant over time, so the content may need to be redistributed and replicated
over the newly formed communities.

4 A case study: Facebook

To evaluate the dynamics in OSNs, we study Facebook through our dataset
retrieved by a Facebook application, called SocialCircles!2.

As described in [8], SocialCircles! was able to retrieve the following sets of
information from registered users:

2 https://www.facebook.com/SocialCircles-244719909045196/



Friendship We obtained friends of registered users and the friendship relations
existing between them.

Online presence We monitored the chat status of users in Facebook. The pres-
ence status is identified with 0 if user is offline, 1 if user is in active state
and 2 if user is idle.

We were able to obtain two different datasets, the first one introduced in [8]
and a second one composed by 240 users monitored for 32 consecutive days. In
detail, we sampled all the registered users and their friends every 5 minutes, for
32 days (from 9 March to 10 April 2015). Using this methodology we were able
to access the temporal status of about 240 registered users and of their friends
(for a total of 78.129 users).

A discrete time model is used to represent the online/offline status of the
users during the simulation. In particular, each day of the monitored period
consists of a finite number of time slots (i.e., 288 time slots each of 5 minutes),
for a total number of 9251 time slots in the whole monitored period.
Figure 1 shows the number of online users for each time slot. The figure shows
that there is a clear periodic pattern, probably reflecting the day/night cycle.
By analyzing the amount of users online for each time slot, we can see that we
have at most around 18000 online users, roughly 23% of the total amount, and
at least 3000, 3.8% of the total amount of users.

Fig. 1. Online users count during the observed period

4.1 Dynamic community evaluation

For the community discovery algorithm, we choose DEMON [5] among the many
that are present in literature. The main reason is that we define a community as
a group of clustered nodes that is the community structure found by the label
propagation implemented in DEMON. Moreover, DEMON is computationally
not expensive. Indeed, it is theoretically linear in time. For the community sim-
ilarity computation, we are interested only in computing the similarity value for
each community at time i, with all the communities at time i − 1. This saves



a lot of computation of similarity between communities that do not belong to
adjacent time slots. We computed the community events as described in section
3 considering two different sets of communities:

– All: in this case we considered all the communities of all ego networks during
the observed period of time of 32 days;

– Selected: consider only the communities in the time slots where the related
ego was offline (inter-arrival session slots).

With this differentiation we aim to capture a generic, global view of the dy-
namism of the network in the first case, and a more specific, critical view in the
second case. It is very important to understand how the network evolves in time,
also when it is not strictly needed for the data availability problem because we
need to handle churn.
As a preliminary analysis, we computed some statistical measures on the number
and size of the dynamic communities to compare them with the static communi-
ties. Table 1 reports the measures for all communities, while table 2 reports the
same measures for the static communities. By analyzing the dynamic results, we
can say that the network is, as expected, very shattered and not even close to
the static view. When considering the number of communities, the high value of
standard deviation with respect to the average, suggests that in some particular
time slots some ego networks have no community at all. In the static case we
have a lower maximum value and an higher average with respect to the dynamic
case, which suggests that it is very unlikely to have a dynamic ego network that
is similar to the static one. Also the size statistics confirms this fact: static com-
munities tend to be larger than the dynamic ones. We can explain the difference
in the two results by recalling the fact that we have at most less than a forth of
the users online, as reported in figure 1.

Min Max Mean Std. Deviation

Number 0 104 2.2814344395195665 3.75809047211548

Size 4 452 17.643563738762122 22.10944505125662
Table 1. Statistical measures on number and size of all dynamic communities

Min Max Mean Std. Deviation

Number 1 26 9.49583333333333 4.401405173746986

Size 4 1894 99.38788942518802 141.28948531026552
Table 2. Statistical measures on number and size of static communities

To better understand how the events are arranged during the observed time,
we decided to make some plots. Figure 2 shows the arrangements of the events



Event Min Max Mean Std. Deviation

Split 0 173 61.90498324505457 38.221971154669156

Merge 0 170 61.961301480920845 38.21300775550354

Death 0 117 39.51551183655814 15.25082726706613

Birth 0 98.0 39.51940330775052 16.40523076472613
Table 3. Statistical measures on community events of all dynamic communities

Event Min Max Average Std. Deviation

Split 0 122 44.72067884553051 26.444005572482837

Merge 0 124 44.78207761323137 26.432679749759142

Death 0 80 26.160415090260557 12.350502534938407

Birth 0 58 26.152307858609966 12.836074158727344
Table 4. Statistical measures on community events of selected dynamic communities

Fig. 2. Community events for each time slot of all dynamic communities

Fig. 3. Community events for each time slot of selected dynamic communities

when considering all communities of all time slots while Figure 3 shows the events
for the selected communities. Both the figures show that there is a temporal pat-
tern in the results, suggesting that the behaviour follows a daily cycle, confirming
the results in figure 1. Moreover, on the peaks, the number of merge/split events
are roughly double the number of death/birth events, while in the nadirs the



number of merge/split events are slightly less than the number of death/birth
events. By taking a closer look at the arrangements of the events, we may also
observe that peaks and nadirs of merge and split events are slightly moved on
the right with respect to the ones of birth and death events, which means that,
before observing a variation on the number of split and merge events, we should
see a variation in the number of birth and death events. It is also worth noticing
that, as expected, at each drop of the events corresponds a peak in deaths, which
probably means that we are approaching the night time slots. Dually, at each
increase of events, we usually see a peak of birth events, which should correspond
to the time slots where people wake up. Another important result is that the
two graphs look similar which is sign that the network behaves in the same way
both when the ego is online or offline. This is of interest in the sense that all the
analysis can be done regardless that an ego is online or not.
Finally, since the events follow a daily cycle, we are interested to see how this
events are related to the presence of users on the network. From a comparison
between figures 2 and 3 with figure 1 we can see that the more users are online,
the more events are observed in the network. This means that, in a community-
based replication technique, choosing the replicas when there are less users on
the network is somewhat easier because the network is more stable in terms of
communities, while, on the other hand, when there are a lot of users online, we
need to handle more community events, especially split and merge events.

5 Conclusion and Future works

In this paper we propose a preliminary analysis of dynamic community due to the
online/offline status of users in DOSNs. In detail, we focus our attention of the
data availability problem that is one of the most important problems in DOSNs
and we propose a set of community change events which are important in our
scenario. We analyze both how and the frequency of these events by exploiting
a real Facebook dataset gathered by our Facebook application (SocialCircles).
Results show that DOSNs are affected by a high dynamism and a community-
based replication schema needs to be supported by a distributed algorithm able
to manage the dynamism of communities. By analyzing the dynamic results,
we show that the network is very shattered and not even close to the static
view. Moreover, the community change events introduced in this paper have
a temporal pattern that is similar to the temporal user behaviour and, in a
community-based replication technique, when there are less users the network
is more stable in terms of communities, while, when there are a lot of users
online, we need to handle more community events. We plan a deep analysis of
the instability of the social graph due to the online/offline status of users. In
particular, we plan to develop a distributed algorithm to detect the dynamic
community, which can be used to address the problem of data availability.
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